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recommenders in practice
• differ from standard recommenders in three main ways:
• long-term vs. short-term interests
• users vs. sessions
• richer input
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long-term vs. short-term interests
• typically recommenders learn correlations in a ratings matrix
• by observing user behavior in the past
• that capture the long-term user preferences
• e.g., tastes of users in movies, music

• assumption: what people look for is determined by long-term 
interests

• in practice, this may not necessarily hold
• short-term interests may be as important, or more
• the intent of the user
• e.g., when playing music, what I just listened to matters most

4



users vs. sessions
• in some cases, long-term profiling is not possible
• the system may not know of users
• e.g., users not logging in, just browsing

• system only sees sessions of activity
• captures the short-term preferences of the user
• but still needs to make recommendations
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richer input
• users give feedback from which the system learns

• originally, explicit feedback, e.g., ratings

• then, implicit feedback, e.g., purchases

• now, richer implicit feedback, e.g., an interaction log
• multiple actions possible for an item
• e.g., item-view, item-purchase, add-to-cart
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sequence-aware recommenders
• important distinction:
• input is a sequence of actions, the interaction log
• order matters

7[2018 ACM Comp. Surveys M. Quadrana et al.] Sequence-Aware Recommender Systems



input
• how much past information is used to make recommendations

• last-N interactions
• sometimes only last interaction

• e.g., next Point-Of-Interest (POI) recommendation
• e.g., “customers who bought X also bought”

• session-based recommender
• not aware of users; e.g., not logged-in, anonymous
• short-term interest

• session-aware recommender
• past sessions of users are known; e.g., logged-in, cookies
• short-term and long-term interest
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output
• ordered list of items, with different interpretation

• alternatives; e.g., other hotels
• complements; e.g., accessories to an item
• continuations
• with restrictions on order: e.g., course prerequisites
• without restrictions on order: e.g., next tracks in an automated playlist

9



conventional algorithms
U-U CF, I-I CF, Matrix Factorization
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conventional methods
• do they apply? sure

• let’s simplify a bit:
• one type of action; e.g., rating, click, purchase
• order of actions does not matter; set of previous item interactions

• can we handle sessions instead of users?

• yes! treat a session like a user
• let’s revisit conventional methods
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user-user CF
• user=session; a session is a set of previously interacted items
• identical to UU CF for implicit feedback 
• called session-based kNN method in [2017 RecSys]
• shown to outperform more elaborate methods

12[2017 RecSys D. Jannach, M. Ludewig] When Recurrent Neural Networks meet the Neighborhood for Session-Based Recommendation
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item-item CF
• again, user=session
• similarity of items based on the sessions they appear in
• or learn the weights as in SLIM

• prediction for a target item is the sum of similarities of all current 
session items
• or consider only the last session item
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r̂(s, i) =
X

j2s

wi,j
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matrix factorization et al.
• again, user=session
• one issue, must train for each new session
• why? must learn the features of current session

• alternative: do not explicitly learn features for current session
• instead learn two sets of features for items
• the q’s and the y’s (just like SVD++)
• a session is represented by the y’s of the items it contains
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<latexit sha1_base64="vfBFrMbL+nuBigsAMGMCKglrKbI=">AAACU3icbVBPS8MwHM3q1DmdVj16CQ5hgox2DvQiDLx4nOD+wDpLmmVbtjStSSqU0o/mx/DgWbzpJ/BitvWgnQ8Cj/eHX3heyKhUlvVWMDaKm1vbpZ3y7l5l/8A8POrKIBKYdHDAAtH3kCSMctJRVDHSDwVBvsdIz5vfLvzeMxGSBvxBxSEZ+mjC6ZhipLTkmj1nilQi0pq8oOfwBj659NGhXBGBEYPQkZHvJjOoJShhCmN3pkN5NdfSobJrVq26tQRcJ3ZGqiBD2zU/nFGAI59whRmScmBboRomSCiKGUnLTiRJiPAcTchAU458IofJcoAUnmllBMeB0I8ruFR/NxLkSxn7nk76SE1l3luI/3qeF7BR7rgaXw8TysNIEY5Xt8cRgyqAi4HhiAqCFYs1QVhQ/X2Ip0ggrNeRi13s/ArrpNuo25f1xn2z2mpmC5XACTgFNWCDK9ACd6ANOgCDF/AOPsFX4bXwbRhGcRU1ClnnGPyBUfkBSp+zFA==</latexit>

predicted score 
of target item to 
current session item features item-in-session features



sequence-aware algorithms
Markov Processes, Recurrent Neural Networks
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Markov Processes
• (a.k.a. Markov chains) describe transitions between states of the 

world
• St is the state at time t
• “the future is independent of the past given the present”
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• the present state tells you everything you need to know
• throw away history (or carefully encode it into the state!)

future past present

Pr[St+1|S1, . . . , St] = Pr[St+1|St]
<latexit sha1_base64="0e1xrEC7vkedzFcnan7VhHbDMPo=">AAACG3icbZDLSgMxFIYz9VbrrerSTbAIgqXM1IJuhIIbl5XaC0yHIZNm2tDMheSMUMa+hxtfxY0LRVwJLnwbM20X2nog8PH/5yQ5vxcLrsA0v43cyura+kZ+s7C1vbO7V9w/aKsokZS1aCQi2fWIYoKHrAUcBOvGkpHAE6zjja4zv3PPpOJReAfjmDkBGYTc55SAltxitSHtppvCmTXBD7jpWmXc60egyprBwVd4wQen4BZLZsWcFl4Gaw4lNK+GW/zUV9IkYCFQQZSyLTMGJyUSOBVsUuglisWEjsiA2RpDEjDlpNPdJvhEK33sR1KfEPBU/T2RkkCpceDpzoDAUC16mfifZyfgXzopD+MEWEhnD/mJwBDhLCjc55JREGMNhEqu/4rpkEhCQceZhWAtrrwM7WrFOq9Ub2ulem0eRx4doWN0iix0geroBjVQC1H0iJ7RK3oznowX4934mLXmjPnMIfpTxtcPMlaeWQ==</latexit>



Markov Processes
• the world can be fully described by the state transition 

probabilities
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the probability 
of moving from 
state s to s' 

• these state transition probabilities can be nicely organized in the 
state transition matrix

Ps,s0 = Pr[St+1 = s0|St = s]
<latexit sha1_base64="ecHhEbO2mo5Tyj8KhmtIiIl+K9A=">AAACEHicbZDLSsNAFIYn9VbrLerSzWCRCkpJakE3QsGNy0jtBdIQJtNJO3RyYeZEKLGP4MZXceNCEbcu3fk2Jm0XWv1h4Jv/nMPM+b1YcAWG8aUVlpZXVteK66WNza3tHX13r62iRFLWopGIZNcjigkeshZwEKwbS0YCT7CON7rK6507JhWPwlsYx8wJyCDkPqcEMsvVK5abqlNVmeBLjC1pN90UTsz8pir4HjddyNEpuXrZqBpT4b9gzqGM5rJc/bPXj2gSsBCoIErZphGDkxIJnAo2KfUSxWJCR2TA7AxDEjDlpNOFJvgoc/rYj2R2QsBT9+dESgKlxoGXdQYEhmqxlpv/1ewE/Asn5WGcAAvp7CE/ERginKeD+1wyCmKcAaGSZ3/FdEgkoZBlmIdgLq78F9q1qnlWrd3Uy436PI4iOkCH6BiZ6Bw10DWyUAtR9ICe0At61R61Z+1Ne5+1FrT5zD76Je3jG1ApmYs=</latexit>



Markov Processes for Recommendations
• modeling the recommendation problem as an MP

• state is the sequence of previous user interactions
• typically sequences of length up to k
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• how many states? too many! mk (m is the number of items)
• so k has a small value like 3 or even 1

s = (i1, . . . , ik)
<latexit sha1_base64="j+GTEA7lUUXPOMacHrJeQcq/iyI=">AAAB/nicbVDLSgMxFL1TX7W+RsWVm2ARKpQyUwu6EQpuXFawD2iHIZOmbWgmMyQZoQwFf8WNC0Xc+h3u/BvTdhbaeiBwOOce7s0JYs6UdpxvK7e2vrG5ld8u7Ozu7R/Yh0ctFSWS0CaJeCQ7AVaUM0GbmmlOO7GkOAw4bQfj25nffqRSsUg86ElMvRAPBRswgrWRfPtEoRtUYr5bRr1+pFUZMX984dtFp+LMgVaJm5EiZGj49pdJkySkQhOOleq6Tqy9FEvNCKfTQi9RNMZkjIe0a6jAIVVeOj9/is6N0keDSJonNJqrvxMpDpWahIGZDLEeqWVvJv7ndRM9uPZSJuJEU0EWiwYJRzpCsy5Qn0lKNJ8Ygolk5lZERlhiok1jBVOCu/zlVdKqVtzLSvW+VqzXsjrycApnUAIXrqAOd9CAJhBI4Rle4c16sl6sd+tjMZqzsswx/IH1+QMEmZOO</latexit>



Markov Processes for Recommendations
• suppose state transition probabilities are known
• (we come back to this)

• then to recommend:
• given the present, find the most probable next state, the future
• return the last item in the future state

• let                           be the present state
• and assume                               is the most probable future state
• then recommend item 
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s = (i1, . . . , ik)
<latexit sha1_base64="j+GTEA7lUUXPOMacHrJeQcq/iyI=">AAAB/nicbVDLSgMxFL1TX7W+RsWVm2ARKpQyUwu6EQpuXFawD2iHIZOmbWgmMyQZoQwFf8WNC0Xc+h3u/BvTdhbaeiBwOOce7s0JYs6UdpxvK7e2vrG5ld8u7Ozu7R/Yh0ctFSWS0CaJeCQ7AVaUM0GbmmlOO7GkOAw4bQfj25nffqRSsUg86ElMvRAPBRswgrWRfPtEoRtUYr5bRr1+pFUZMX984dtFp+LMgVaJm5EiZGj49pdJkySkQhOOleq6Tqy9FEvNCKfTQi9RNMZkjIe0a6jAIVVeOj9/is6N0keDSJonNJqrvxMpDpWahIGZDLEeqWVvJv7ndRM9uPZSJuJEU0EWiwYJRzpCsy5Qn0lKNJ8Ygolk5lZERlhiok1jBVOCu/zlVdKqVtzLSvW+VqzXsjrycApnUAIXrqAOd9CAJhBI4Rle4c16sl6sd+tjMZqzsswx/IH1+QMEmZOO</latexit>

s0 = (i2, . . . , ik+1)
<latexit sha1_base64="3PCRNrxlODhquxxsC61kWOt9Tcs=">AAACBHicbVC7SgNBFJ2Nrxhfq5ZpBoMYMYTdGNBGCNhYRjAPSJZldjJJhsw+mLkrhCWFjb9iY6GIrR9h5984m2yh0QMXDufcO3Pv8SLBFVjWl5FbWV1b38hvFra2d3b3zP2DtgpjSVmLhiKUXY8oJnjAWsBBsG4kGfE9wTre5Dr1O/dMKh4GdzCNmOOTUcCHnBLQkmsW1Qm+wmXu1iq4PwhBVTB3k8mZPTstuGbJqlpz4L/EzkgJZWi65qd+gsY+C4AKolTPtiJwEiKBU8FmhX6sWETohIxYT9OA+Ew5yfyIGT7WygAPQ6krADxXf04kxFdq6nu60ycwVsteKv7n9WIYXjoJD6IYWEAXHw1jgSHEaSJ4wCWjIKaaECq53hXTMZGEgs4tDcFePvkvadeq9nm1dlsvNepZHHlUREeojGx0gRroBjVRC1H0gJ7QC3o1Ho1n4814X7TmjGzmEP2C8fENWeWVUA==</latexit>

ik+1
<latexit sha1_base64="Y/jnL33ptDYyLvALDAU9oTBO87E=">AAAB73icbVBNS8NAEJ34WetX1aOXxSIIQklqQY8FLx4r2A9oQ9lst+3SzSbuToQS+ie8eFDEq3/Hm//GTZuDtj4YeLw3w8y8IJbCoOt+O2vrG5tb24Wd4u7e/sFh6ei4ZaJEM95kkYx0J6CGS6F4EwVK3ok1p2EgeTuY3GZ++4lrIyL1gNOY+yEdKTEUjKKVOqKfTi69WbFfKrsVdw6ySryclCFHo1/66g0iloRcIZPUmK7nxuinVKNgks+KvcTwmLIJHfGupYqG3Pjp/N4ZObfKgAwjbUshmau/J1IaGjMNA9sZUhybZS8T//O6CQ5v/FSoOEGu2GLRMJEEI5I9TwZCc4ZyagllWthbCRtTTRnaiLIQvOWXV0mrWvGuKtX7Wrley+MowCmcwQV4cA11uIMGNIGBhGd4hTfn0Xlx3p2PReuak8+cwB84nz8eco9R</latexit>



Markov Processes for Recommendations
• how to learn the state transition probabilities

• via maximum likelihood estimation
• which involves counting how many times sequences appear in 

the interaction log

• consider a from state                          and a to state
• the transition probability is computes as

20

s = (i1, . . . , ik)
<latexit sha1_base64="j+GTEA7lUUXPOMacHrJeQcq/iyI=">AAAB/nicbVDLSgMxFL1TX7W+RsWVm2ARKpQyUwu6EQpuXFawD2iHIZOmbWgmMyQZoQwFf8WNC0Xc+h3u/BvTdhbaeiBwOOce7s0JYs6UdpxvK7e2vrG5ld8u7Ozu7R/Yh0ctFSWS0CaJeCQ7AVaUM0GbmmlOO7GkOAw4bQfj25nffqRSsUg86ElMvRAPBRswgrWRfPtEoRtUYr5bRr1+pFUZMX984dtFp+LMgVaJm5EiZGj49pdJkySkQhOOleq6Tqy9FEvNCKfTQi9RNMZkjIe0a6jAIVVeOj9/is6N0keDSJonNJqrvxMpDpWahIGZDLEeqWVvJv7ndRM9uPZSJuJEU0EWiwYJRzpCsy5Qn0lKNJ8Ygolk5lZERlhiok1jBVOCu/zlVdKqVtzLSvW+VqzXsjrycApnUAIXrqAOd9CAJhBI4Rle4c16sl6sd+tjMZqzsswx/IH1+QMEmZOO</latexit>

s0 = (i2, . . . , ik+1)
<latexit sha1_base64="3PCRNrxlODhquxxsC61kWOt9Tcs=">AAACBHicbVC7SgNBFJ2Nrxhfq5ZpBoMYMYTdGNBGCNhYRjAPSJZldjJJhsw+mLkrhCWFjb9iY6GIrR9h5984m2yh0QMXDufcO3Pv8SLBFVjWl5FbWV1b38hvFra2d3b3zP2DtgpjSVmLhiKUXY8oJnjAWsBBsG4kGfE9wTre5Dr1O/dMKh4GdzCNmOOTUcCHnBLQkmsW1Qm+wmXu1iq4PwhBVTB3k8mZPTstuGbJqlpz4L/EzkgJZWi65qd+gsY+C4AKolTPtiJwEiKBU8FmhX6sWETohIxYT9OA+Ew5yfyIGT7WygAPQ6krADxXf04kxFdq6nu60ycwVsteKv7n9WIYXjoJD6IYWEAXHw1jgSHEaSJ4wCWjIKaaECq53hXTMZGEgs4tDcFePvkvadeq9nm1dlsvNepZHHlUREeojGx0gRroBjVRC1H0gJ7QC3o1Ho1n4814X7TmjGzmEP2C8fENWeWVUA==</latexit>

Ps,s0 =
Pr[(i1, . . . , ik+1)]

Pr[(i1, . . . , ik)]
<latexit sha1_base64="JNVO3hDHr2hwpdooJEvJUBsc5Q0=">AAACMHicbVDLSsNAFJ3UV62vqks3g0VssZSkFnQjFFzoMoJ9QBrCZDpph04ezEyEEvJJbvwU3Sgo4tavcNJmoa0HLhzOuXfm3uNGjAqp629aYWV1bX2juFna2t7Z3SvvH3RFGHNMOjhkIe+7SBBGA9KRVDLSjzhBvstIz51cZ37vgXBBw+BeTiNi+2gUUI9iJJXklG9MJxF1cZrCKwgHHkc4gSa3qtQx6nAwDKWoQ+okkzMjrdkwhcmyOanZackpV/SGPgNcJkZOKiCH6ZSf1QM49kkgMUNCWIYeSTtBXFLMSFoaxIJECE/QiFiKBsgnwk5mB6fwRClD6IVcVSDhTP09kSBfiKnvqk4fybFY9DLxP8+KpXdpJzSIYkkCPP/IixmUIczSg0PKCZZsqgjCnKpdIR4jlZpUGWchGIsnL5Nus2GcN5p3rUq7lcdRBEfgGFSBAS5AG9wCE3QABo/gBbyDD+1Je9U+ta95a0HLZw7BH2jfP+v0pdQ=</latexit>

how many times we see the transition, 
i.e., join of the from and to sequences

how many times we see the 
from sequence



Markov Processes for Recommendations
• sparseness issue: the state space may be too large and the 

observed transitions too few

• some ideas:
• make k=1; next item transitions
• skipping, clustering, mixture; see [2005 JMLR G. Shani et al.]

21[2005 JMLR G. Shani et al.] An MDP-Based Recommender System



Markov Processes for Recommendations
• MPs address session-based problem
• not user personalized

• what if we have users and sessions, the 
session-aware problem
• transition matrix per user, based on her sessions
• i.e., a transition cube: from-item, to-item, user

22

• the cube is even more sparse!
• but we can factorize the cube to exploit correlations across its 

dimensions

[2010 WWW S. Rendle et al.] Factorizing Personalized Markov Chains for Next-Basket Recommendation



from Neural Networks …
• an NN layer transforms an input vector x to an output vector y
• two ingredients: 

• nonlinear function (e.g., tanh, ReLU):
• weight matrix:

23

…

…

weights Wxy
<latexit sha1_base64="fmJo4bKZ/C+V9CWvCFxs21ky20o=">AAAB7XicbVBNSwMxEJ2tX7V+VT16CRbBg5TdVtBjwYvHCvYD2qVk02wbm02WJCsuS/+DFw+KePX/ePPfmLZ70NYHA4/3ZpiZF8ScaeO6305hbX1jc6u4XdrZ3ds/KB8etbVMFKEtIrlU3QBrypmgLcMMp91YURwFnHaCyc3M7zxSpZkU9yaNqR/hkWAhI9hYqd0ZZE/pdFCuuFV3DrRKvJxUIEdzUP7qDyVJIioM4VjrnufGxs+wMoxwOi31E01jTCZ4RHuWChxR7Wfza6fozCpDFEplSxg0V39PZDjSOo0C2xlhM9bL3kz8z+slJrz2MybixFBBFovChCMj0ex1NGSKEsNTSzBRzN6KyBgrTIwNqGRD8JZfXiXtWtWrV2t3l5XGRR5HEU7gFM7BgytowC00oQUEHuAZXuHNkc6L8+58LFoLTj5zDH/gfP4A4tKPQw==</latexit>

output y = g(Wxyx)
<latexit sha1_base64="ctVkm/0kjS9kGTlPK6XwlQvYs5A=">AAAB+XicbVBNS8NAEJ34WetX1KOXxSJUkJJUQS9CwYvHCvYD2hA22227dLMJu5vSEPpPvHhQxKv/xJv/xm2bg7Y+GHi8N8PMvCDmTGnH+bbW1jc2t7YLO8Xdvf2DQ/vouKmiRBLaIBGPZDvAinImaEMzzWk7lhSHAaetYHQ/81tjKhWLxJNOY+qFeCBYnxGsjeTbdoru0KCMWn42SadocuHbJafizIFWiZuTEuSo+/ZXtxeRJKRCE46V6rhOrL0MS80Ip9NiN1E0xmSEB7RjqMAhVV42v3yKzo3SQ/1ImhIazdXfExkOlUrDwHSGWA/VsjcT//M6ie7fehkTcaKpIItF/YQjHaFZDKjHJCWap4ZgIpm5FZEhlphoE1bRhOAuv7xKmtWKe1WpPl6Xapd5HAU4hTMogws3UIMHqEMDCIzhGV7hzcqsF+vd+li0rln5zAn8gfX5A4xgkj4=</latexit>

input x
<latexit sha1_base64="exxYgxrhS318iJ8fdLa/OsKUfdY=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoPgQcJuFPQY8OIxAfOAZAmzk95kzOzsMjMrhpAv8OJBEa9+kjf/xkmyB00saCiquunuChLBtXHdbye3tr6xuZXfLuzs7u0fFA+PmjpOFcMGi0Ws2gHVKLjEhuFGYDtRSKNAYCsY3c781iMqzWN5b8YJ+hEdSB5yRo2V6k+9Ysktu3OQVeJlpAQZar3iV7cfszRCaZigWnc8NzH+hCrDmcBpoZtqTCgb0QF2LJU0Qu1P5odOyZlV+iSMlS1pyFz9PTGhkdbjKLCdETVDvezNxP+8TmrCG3/CZZIalGyxKEwFMTGZfU36XCEzYmwJZYrbWwkbUkWZsdkUbAje8surpFkpe5flSv2qVL3I4sjDCZzCOXhwDVW4gxo0gAHCM7zCm/PgvDjvzseiNedkM8fwB87nD+DpjOo=</latexit>

x
<latexit sha1_base64="exxYgxrhS318iJ8fdLa/OsKUfdY=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoPgQcJuFPQY8OIxAfOAZAmzk95kzOzsMjMrhpAv8OJBEa9+kjf/xkmyB00saCiquunuChLBtXHdbye3tr6xuZXfLuzs7u0fFA+PmjpOFcMGi0Ws2gHVKLjEhuFGYDtRSKNAYCsY3c781iMqzWN5b8YJ+hEdSB5yRo2V6k+9Ysktu3OQVeJlpAQZar3iV7cfszRCaZigWnc8NzH+hCrDmcBpoZtqTCgb0QF2LJU0Qu1P5odOyZlV+iSMlS1pyFz9PTGhkdbjKLCdETVDvezNxP+8TmrCG3/CZZIalGyxKEwFMTGZfU36XCEzYmwJZYrbWwkbUkWZsdkUbAje8surpFkpe5flSv2qVL3I4sjDCZzCOXhwDVW4gxo0gAHCM7zCm/PgvDjvzseiNedkM8fwB87nD+DpjOo=</latexit>

y
<latexit sha1_base64="CP9AABBWdtdJmwBOdP6OrbSfLLM=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBg5SkCnosePHYgq2FNpTNdtKu3WzC7kYoob/AiwdFvPqTvPlv3LY5aOuDgcd7M8zMCxLBtXHdb6ewtr6xuVXcLu3s7u0flA+P2jpOFcMWi0WsOgHVKLjEluFGYCdRSKNA4EMwvp35D0+oNI/lvZkk6Ed0KHnIGTVWak765Ypbdecgq8TLSQVyNPrlr94gZmmE0jBBte56bmL8jCrDmcBpqZdqTCgb0yF2LZU0Qu1n80On5MwqAxLGypY0ZK7+nshopPUkCmxnRM1IL3sz8T+vm5rwxs+4TFKDki0WhakgJiazr8mAK2RGTCyhTHF7K2EjqigzNpuSDcFbfnmVtGtV77Jaa15V6hd5HEU4gVM4Bw+uoQ530IAWMEB4hld4cx6dF+fd+Vi0Fpx85hj+wPn8AeJtjOs=</latexit>

=

single neural network layer abstraction

g()
<latexit sha1_base64="IkFo6PY60Z6Vx0xPfWubPvbzbMs=">AAAB6nicbVBNSwMxEJ2tX7V+VT16CRahXspuLeix4MVjRfsB7VKyaXYbmmSXJCuUpT/BiwdFvPqLvPlvTNs9aOuDgcd7M8zMCxLOtHHdb6ewsbm1vVPcLe3tHxwelY9POjpOFaFtEvNY9QKsKWeStg0znPYSRbEIOO0Gk9u5332iSrNYPpppQn2BI8lCRrCx0kNUvRyWK27NXQCtEy8nFcjRGpa/BqOYpIJKQzjWuu+5ifEzrAwjnM5Kg1TTBJMJjmjfUokF1X62OHWGLqwyQmGsbEmDFurviQwLracisJ0Cm7Fe9ebif14/NeGNnzGZpIZKslwUphyZGM3/RiOmKDF8agkmitlbERljhYmx6ZRsCN7qy+ukU695V7X6faPSbORxFOEMzqEKHlxDE+6gBW0gEMEzvMKbw50X5935WLYWnHzmFP7A+fwBjyCNRg==</latexit>

Wxy
<latexit sha1_base64="KbZBnGxE5X4fdyWtVFgmZjlKSI4=">AAAB7XicbVBNSwMxEJ2tX7V+VT16CRbBU9mthXosePFYwX5Au5Rsmm1js8mSZMVl6X/w4kERr/4fb/4b03YP2vpg4PHeDDPzgpgzbVz32ylsbG5t7xR3S3v7B4dH5eOTjpaJIrRNJJeqF2BNORO0bZjhtBcriqOA024wvZn73UeqNJPi3qQx9SM8FixkBBsrdbrD7CmdDcsVt+ougNaJl5MK5GgNy1+DkSRJRIUhHGvd99zY+BlWhhFOZ6VBommMyRSPad9SgSOq/Wxx7QxdWGWEQqlsCYMW6u+JDEdap1FgOyNsJnrVm4v/ef3EhNd+xkScGCrIclGYcGQkmr+ORkxRYnhqCSaK2VsRmWCFibEBlWwI3urL66RTq3pX1dpdvdKs53EU4QzO4RI8aEATbqEFbSDwAM/wCm+OdF6cd+dj2Vpw8plT+APn8wflOo9L</latexit>



… to Recurrent Neural Networks
• can transform a sequence of vectors to a sequence of vectors
• RNNs have a hidden state that controls its output 
• a feedback loop

• different flavors: basic RNN, LSTM, GRU
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yt

x1xt

y1

x2

y2

xt

yt

…=

RNN time-unrolled RNN

http://karpathy.github.io/2015/05/21/rnn-effectiveness/
http://colah.github.io/posts/2015-08-Understanding-LSTMs/

http://karpathy.github.io/2015/05/21/rnn-effectiveness/
http://colah.github.io/posts/2015-08-Understanding-LSTMs/


RNNs for Recommendations
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i1

i2

i2

i3

ik-1

ik

…=

s = (i1, . . . , ik)
<latexit sha1_base64="j+GTEA7lUUXPOMacHrJeQcq/iyI=">AAAB/nicbVDLSgMxFL1TX7W+RsWVm2ARKpQyUwu6EQpuXFawD2iHIZOmbWgmMyQZoQwFf8WNC0Xc+h3u/BvTdhbaeiBwOOce7s0JYs6UdpxvK7e2vrG5ld8u7Ozu7R/Yh0ctFSWS0CaJeCQ7AVaUM0GbmmlOO7GkOAw4bQfj25nffqRSsUg86ElMvRAPBRswgrWRfPtEoRtUYr5bRr1+pFUZMX984dtFp+LMgVaJm5EiZGj49pdJkySkQhOOleq6Tqy9FEvNCKfTQi9RNMZkjIe0a6jAIVVeOj9/is6N0keDSJonNJqrvxMpDpWahIGZDLEeqWVvJv7ndRM9uPZSJuJEU0EWiwYJRzpCsy5Qn0lKNJ8Ygolk5lZERlhiok1jBVOCu/zlVdKqVtzLSvW+VqzXsjrycApnUAIXrqAOd9CAJhBI4Rle4c16sl6sd+tjMZqzsswx/IH1+QMEmZOO</latexit>

for training:
• feed a session to the RNN
• at each step, we want the output to be the next item

(i2, . . . , ik)
<latexit sha1_base64="UkEH9lbxjn3wJRA0sI5wMR573zI=">AAAB+nicbVDLSgMxFL1TX7W+prp0EyxChVJmakGXBTcuK9gHtMOQSdM2NJMZkoxSxn6KGxeKuPVL3Pk3pu0stPVA4HDOPdybE8ScKe0431ZuY3Nreye/W9jbPzg8sovHbRUlktAWiXgkuwFWlDNBW5ppTruxpDgMOO0Ek5u533mgUrFI3OtpTL0QjwQbMoK1kXy7WGZ+rYL6g0irCmL+5MK3S07VWQCtEzcjJcjQ9O0vkyZJSIUmHCvVc51YeymWmhFOZ4V+omiMyQSPaM9QgUOqvHRx+gydG2WAhpE0T2i0UH8nUhwqNQ0DMxliPVar3lz8z+slenjtpUzEiaaCLBcNE450hOY9oAGTlGg+NQQTycytiIyxxESbtgqmBHf1y+ukXau6l9XaXb3UqGd15OEUzqAMLlxBA26hCS0g8AjP8Apv1pP1Yr1bH8vRnJVlTuAPrM8f89+Sdw==</latexit>

[2016 ICLR B. Hidasi et al.] Session-based Recommendations with Recurrent Neural Networks

(i1, . . . , ik�1)
<latexit sha1_base64="VOeohjNFxZ63adaPth0J/aUCFxE=">AAAB/3icbVDLSsNAFJ3UV62vqODGzWARKtSS1IIuC25cVrAPaEOYTCft0MmDmRuhxC78FTcuFHHrb7jzb5y0WWj1wIXDOffO3Hu8WHAFlvVlFFZW19Y3ipulre2d3T1z/6CjokRS1qaRiGTPI4oJHrI2cBCsF0tGAk+wrje5zvzuPZOKR+EdTGPmBGQUcp9TAlpyzaMKd+0qHgwjUFXM3XRybs/OSq5ZtmrWHPgvsXNSRjlarvmpn6BJwEKggijVt60YnJRI4FSwWWmQKBYTOiEj1tc0JAFTTjrff4ZPtTLEfiR1hYDn6s+JlARKTQNPdwYExmrZy8T/vH4C/pWT8jBOgIV08ZGfCAwRzsLAQy4ZBTHVhFDJ9a6YjokkFHRkWQj28sl/Sadesy9q9dtGudnI4yiiY3SCKshGl6iJblALtRFFD+gJvaBX49F4Nt6M90VrwchnDtEvGB/f36mUCA==</latexit>



RNNs for Recommendations
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i1 i2 ik

ik+1

…=

s = (i1, . . . , ik)
<latexit sha1_base64="j+GTEA7lUUXPOMacHrJeQcq/iyI=">AAAB/nicbVDLSgMxFL1TX7W+RsWVm2ARKpQyUwu6EQpuXFawD2iHIZOmbWgmMyQZoQwFf8WNC0Xc+h3u/BvTdhbaeiBwOOce7s0JYs6UdpxvK7e2vrG5ld8u7Ozu7R/Yh0ctFSWS0CaJeCQ7AVaUM0GbmmlOO7GkOAw4bQfj25nffqRSsUg86ElMvRAPBRswgrWRfPtEoRtUYr5bRr1+pFUZMX984dtFp+LMgVaJm5EiZGj49pdJkySkQhOOleq6Tqy9FEvNCKfTQi9RNMZkjIe0a6jAIVVeOj9/is6N0keDSJonNJqrvxMpDpWahIGZDLEeqWVvJv7ndRM9uPZSJuJEU0EWiwYJRzpCsy5Qn0lKNJ8Ygolk5lZERlhiok1jBVOCu/zlVdKqVtzLSvW+VqzXsjrycApnUAIXrqAOd9CAJhBI4Rle4c16sl6sd+tjMZqzsswx/IH1+QMEmZOO</latexit>

(i2, . . . , ik, ?)
<latexit sha1_base64="x9P4eNYwI+fprDeFfF9Z9zu6gQg=">AAAB/XicbVDLSgMxFL3js9bX+Ni5CRahQikztaA7C25cVrAPaIchk2ba0ExmSDJCLcVfceNCEbf+hzv/xrSdhbYeuHA4597k3hMknCntON/Wyura+sZmbiu/vbO7t28fHDZVnEpCGyTmsWwHWFHOBG1opjltJ5LiKOC0FQxvpn7rgUrFYnGvRwn1ItwXLGQEayP59nGR+ZUS6vZirUqI+cMSuj737YJTdmZAy8TNSAEy1H37yzxA0ogKTThWquM6ifbGWGpGOJ3ku6miCSZD3KcdQwWOqPLGs+0n6MwoPRTG0pTQaKb+nhjjSKlRFJjOCOuBWvSm4n9eJ9XhlTdmIkk1FWT+UZhypGM0jQL1mKRE85EhmEhmdkVkgCUm2gSWNyG4iycvk2al7F6UK3fVQq2axZGDEziFIrhwCTW4hTo0gMAjPMMrvFlP1ov1bn3MW1esbOYI/sD6/AFGJJMg</latexit>

to recommend:
• feed the current session
• look at the last output, to select the next item

[2016 ICLR B. Hidasi et al.] Session-based Recommendations with Recurrent Neural Networks



RNNs for Recommendations
• not always better than conventional algorithms [2017 RecSys]
• combining them brings benefits

27[2017 RecSys D. Jannach, M. Ludewig] When Recurrent Neural Networks meet the Neighborhood for Session-Based Recommendation


